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## ABSTRACT

In a presently preferred embodiment of the invention, a three-dimensional scene is reproduced on a specialized light display which offers full multiviewpoint capability and autostereoscopic views. The displayed image is produced using a set of M two-dimensional images of the scene collected at a set of distinct spatial locations. These M two-dimensional images are processed through a specialized encoding scheme to obtain a set of $\mathrm{N} \times \mathrm{K}$ display-excitation electrical-input signals, where K is the number of pixels in the display, and $\mathrm{N} \leqq \mathrm{M}$ is the number of individual lightradiating elements within one pixel. The display is thus comprised of a total of $\mathrm{N} \times \mathrm{K}$ light-radiating elements. Each of the elements is adapted for control of their associated radiance patterns. The display is connected for response to the set of $\mathrm{N} \times \mathrm{K}$ display-excitation electrical-input signals. In this manner, the display provides a multiviewpoint and autostereoscopic three-dimensional image associated with the original three-dimensional scene. An alternative embodiment of the invention reproduces a temporal sequence of three-dimensional scenes, utilizing a temporal sequence of sets of M two-dimensional images, thus enabling application to three-dimensional television.
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## THREE-DIMENSIONAL DISPLAY SYSTEM APPARATUS AND METHOD

## BACKGROUND OF THE INVENTION

The invention pertains to apparatus and method for threedimensional display of three-dimensional objects and scenes.

In recent years, various attempts have been made to create three-dimensional displays for various applications, particularly three-dimensional television. Because of the inherent mathematical and practical complexities in the threedimensional imaging problem, as well as the ad hoc nature of previous approaches, the degree of success thus far has been rather limited.

Most developments in three-dimensional displays have been primarily in stereoscopic techniques, and incorporating a set of discrete multiviews of the three dimensional scenes. These have included both binocular parallax and autostereoscopic three-dimensional systems. Stereoscopic techniques typically require the observer to use a viewing device. In contrast autostereoscopic techniques, which include for example, holographic, lenticular screens and parallax barriers, produce three-dimensional appearance without the use of any special viewing device. The article by Motoki, Isono and Yuyama, in the Proceedings of the IEEE, Vol 83, No. 7, July, 1995, pp. 1009-1021, provides a convenient summary of the present state of the art of three-dimensional television, one of the major applications of three-dimensional display systems. As of yet, there is not a practical system which may be considered to offer all of the capabilities necessary to achieve widespread success.

Nomura et al., in U.S. Pat. No. 5,493,427 disclosed apparatus for three-dimensional display using a liquid crystal panel. The inventors' technique relies on simultaneously displaying a plurality of distinct parallax images using a lens with a variable optical characteristic attached to the liquid crystal panel. An alternative embodiment incorporates a head detecting section for detecting a spatial position of an observer's head, and a control section connected to the head detecting section for controlling an operation of the optical characteristic variable lens based on position information of the observer's head.

An autostereoscopic display device is disclosed by Woodgate et al. in U.S. Pat. No. 5,465,175. The device utilizes two lenticular screens and a plurality of light sources which produce divergent light beams for displaying two interlaced views, thereby producing an autostereoscopic image. Another autostereoscopic display is described by Eichenlaub in U.S. Pat. No. 5,457,574. The inventor discloses a display having an optical system and one or more light sources which provide high brightness of the observed three-dimensional images and a high brightness-to-input power ratio. This is achieved by having the light pass directly through the optical system directed to the observer's eyes, instead of being diffused across the field of view.

Kurata et al. in U.S. Pat. No. 5,408,264, disclose a three-dimensional image display apparatus for optically synthesizing images formed on different surfaces on a display screen. In their invention, a plurality of display devices is used with a first and second optical means to synthesize a plurality of images formed at different positions. In a preferred embodiment, the first optical means has polarizing characteristics. In U.S. Pat. No. 5,49,7,189, Aritake et al., disclose a stereoscopic display apparatus which is capable of displaying sequentially a plurality of 2-dimensional images of different visual directions.

Powell in U.S. Pat. No. 5,483,254 discloses a device for forming and displaying stereoscopic images. The display is comprised of a non-planar upper substrate having a series of alternating raised and depressed regions and a non-planar lower substrate having a shape corresponding to the upper substrate, with an electrically controllable light transmissive material contained within the two substrates. The 3D video display device operates thereby to form and displace stereoscopic images at predetermined viewing angles.

A system for displaying three dimensional video is disclosed by Carbery in U.S. Pat. No. 5,475,419. This invention uses a dual-lensed video camera to generate signals representing a subject from each of two different perspectives. The signals are spliced to form a combined video signal consisting of an alternating series of fields representing the image from two perspectives. The video signal is then sent to a receiver including a video screen equipped with a refracticular surface, thereby producing a stereoscopic image towards the eyes of a viewer.

Thompson et al., in U.S. Pat. No. 5,446,479 disclose a multidimensional array video processor system. The system consists of a processor and a video memory. The processor converts a stream of digital information to extract planes of a three dimensional image to store into the video memory to display a three dimensional image. A spatial light modulator is connected to the video memory to receive and display a plane of said image to display a three dimensional image. The most advanced system for display of three-dimensional scenes is based on holography, but a practical realization is many years in the future. A review of this approach may be found in the article by Benton, in the Proc. TAO 1st Int. Symp. on 3D Image Communication Tech., 1993, pp. S-3-1-1-S-3-1-6. Wakai et al. in U.S. Pat. No. 5,430,560 disclose a holographic image display device. The device incorporates a coherent light source and a hologram having a plurality of divided areas, which are sequentially irradiated by the light source to thereby produce the three-dimensional image signal.

The prior art, exemplified by the references that have been briefly discussed, has focussed primarily either on stereoscopic techniques with the use of polarizing or shutter glasses, or relatively primitive autostereoscopic display systems. A major shortcoming of the prior art is its reliance on stereoscopic imaging techniques, in which a set of distinct perspective or parallax views are projected to the viewer in essentially an ad hoc fashion, with no direct correspondence to the radiance of the original three-dimensional scene. This has led to the production of relatively poor threedimensional display systems. A true multiviewpoint autostereoscopic system which can offer practical, cost effective, as well as realistic and aesthetically acceptable images from a continuum of viewpoints has not yet been developed.

## BRIEF STATEMENT OF THE INVENTION

It is accordingly an object of the invention to provide an improved method and apparatus for three-dimensional display of three-dimensional objects and scenes.

Another object is to meet the above object, such that the three-dimensional image may be readily and more reliably produced than heretofore.

A related object is to provide a three-dimensional imaging system in which both multiviewpoint-from a continuum of viewpoints-and autostereoscopic capabilities can be optimally obtained, without requiring coherent illumination.

Another related object is to provide an optimal mathematical framework for synthesizing three-dimensional images on a three-dimensional display.

A specific object is to achieve the above objects with small time delay if desired, using real-time signal processing means, to enable for a given three-dimensional scene its display in approximately real-time.

It is a general object to achieve the foregoing objects with apparatus components many of which are commercially available.

Briefly stated, the invention in its presently preferred form achieves the foregoing objectives by recording a threedimensional scene with M television cameras, each placed in a distinct position with respect to the scene being recorded, and each producing a separate channel (i.e., view) of recorded data. The M channels are processed at each point in time (i.e., at each image frame) to optimally evaluate an associated set of N tesseral coefficient functions in a finite tesseral harmonic expansion of the scene radiance. These tesseral coefficient functions are functions of the spatial coordinates, $x$ and $y$, in the three-dimensional scene coordinate system (object space), which is assumed one-to-one with the display coordinate system. The functions are used in conjunction with specialized display hardware, constructed from a currently available model of a reflective light device, namely an appropriately adapted digital micromirror device. In the usual digital micromirror device the beam of light reflected from each micromirror is either radiating "on" directly towards the viewer in the direction orthogonal to the surface of the device or radiating "off" out of view of the observer to a light sink. In contrast, the new design is such that each micromirror's "on" position corresponds to the beam of light being reflected in a specified angular but not necessarily orthogonal direction. The display design is specified further such that each pixel of the K pixels in the display is comprised of a set of $\mathrm{N}(\mathrm{N} \leqq \mathrm{M})$ micromirrors, each of these N micromirrors radiating (i.e., reflecting) a beam in a distinct direction when "on." Each individual micromirror is "off" when it's associated light beam is directed to a light sink, and the position of each micromirror is controlled by an electrical-input signal as with the standard digital micromirror device. Further, each sets of N micromirrors associated with all the display pixels have identical distributions in terms of their relative directional orientations. The overall display is controlled by a set of $\mathrm{N} \times \mathrm{K}$ signals, known as the display-excitation electricalinput signals; the specification of particular values for the N display-excitation electrical-input signals at each pixel produces a specific radiance pattern associated with the display as a whole. In the presently preferred embodiment of the invention, $\mathrm{N}=4$ micromirrors, $\mathrm{K}=512 \times 480=245$, 760 pixels and $\mathrm{M}=4$ cameras (i.e., 4 two-dimensional views), and the four micromirrors associated with any display pixel are directed at $\pm 10^{\circ}$ vertically and $\pm 10^{\circ}$ horizontally, respectively. It should therefore be understood that in the currently preferred embodiment a total of $512 \times 480 \times 4=983,040$ micromirrors are used for display of the three-dimensional monochrome image.

A finite tesseral harmonic expansion of the radiance of the reflected light device is then used in conjunction with the finite tesseral harmonic expansion of the M images to derive an optimal set of display-excitation electrical-input signals. The planar reflective light display, when driven by this set of display-excitation electrical-input signals, produces a displayed image similar to that which one would observe by looking at the original three-dimensional scene directly. In particular, a continuous interpolation for any viewpoint in between the discrete viewpoints corresponding to M cameras is achieved. The above procedure is repeated for each image frame in the television images, to obtain an optimal
implementation of multiviewpoint autostereoscopic threedimensional television, whereby achieving the indicated objectives.

## BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be described in detail for a presently preferred embodiment, in conjunction with the accompanying drawings, in which:
FIG. 1 is a diagram schematically showing the interconnected relation of components of apparatus of the invention.

FIG. 2 is an electron micrograph of a reflective light device, the digital micromirror device offered by Texas Instruments, of Dallas, Tex.

FIG. $\mathbf{3}$ is an exploded view of a single digital micromirror within the reflective light device offered by Texas Instruments, of Dallas, Tex.
FIG. $\mathbf{4}$ is a schematic diagram of an appropriately adapted projector based on a reflective light device, the digital micromirror device projector offered by Texas Instruments, Dallas, Tex.

FIG. 5 is a schematic diagram of a single micromirror of the digital micromirror device offered by Texas Instruments, Dallas, Tex. The dotted lines refer to the modification adopted in the present invention.

FIG. 6 is a schematic diagram of a single micromirror of "Type 1 " associated with the modified reflective light device, 19, of FIG. 1, which shows its modified post height and illumination direction, for the beam of light in the plane orthogonal to the axis of rotation. The dotted lines refer to the standard illumination and post height adopted by Texas Instruments.

FIG. 7 is a schematic diagram of a single micromirror of "Type 2" associated with the modified reflective light device, 19, of FIG. 1, which shows its modified illumination direction, for the beam of light in the plane orthogonal to the axis of rotation. The dotted lines refer to the standard illumination adopted by Texas Instruments.

FIG. 8 is a schematic diagram of four micromirrors associated with a single pixel of the modified reflective light device, 19, of FIG. 1. The direction of one of the illuminations is in the $\mathrm{y}-\mathrm{z}$ plane, and the other is in the $\mathrm{x}-\mathrm{z}$ plane.

FIG. 9 is a flow chart of computer-controlled operations in providing a three-dimensional display of threedimensional objects and scenes.

FIG. 10 is a graphical depiction of the coordinates used in the analytic derivation of one presently preferred embodiment of the invention.

FIG. 11 is a schematic diagram showing another display embodiment, based on a liquid crystal display.

FIG. 12 is a schematic diagram showing another display embodiment, based on light emitting diodes.

FIG. 13 is a schematic diagram showing another embodiment, similar to that shown in FIG. 1, except that some of the stigmatic cameras are now tilted with respect to the three-dimensional scene.

FIG. 14 is a schematic diagram showing another embodiment, similar to that shown in FIG. 1, except that the cameras are astigmatic.

FIG. 15 is a schematic diagram showing another embodiment, similar to that shown in FIG. 1, except that some of the cameras are now tilted with respect to the three-dimensional scene and the cameras are astigmatic.

FIG. 16 is a graphical depiction of the coordinates used in the mathematical analysis, similar to FIG. 10, except it is
more general and applies to all the embodiments of the present invention.

It should be understood that in FIG. 1, and in FIGS. 3-16, the physical dimensions are not to scale.

## DETAILED DESCRIPTION OF THE INVENTION

The invention will be described in detail for a presently preferred embodiment, in conjunction with the accompanying drawings.

The invention is shown in FIG. 1 in application to interconnected components for constructing apparatus for performing methods of the invention, namely for providing three-dimensional display of three-dimensional objects and scenes. Some of these components are commercially available from different sources and will be identified before providing detailed description of their total operation. Other components in FIG. 1 are not commercially available and need to be fabricated using known and currently available technology. In FIG. 1, a three-dimensional still scene 10 to be displayed is shown, and to be surrounded by four stigmatic video cameras, 12, each mounted on a tripod, 13. These four cameras may be identically the same, and are commercially available from Eastman Kodak Company, Rochester, N.Y.; suitably, each of the cameras 12, may be Kodak Megaplus Model ES 1.0, which has the capabilities of having up to $1008 \times 10188$-bit pixels, although in the presently preferred embodiment $512 \times 480$ pixel images are utilized. The 4 stigmatic cameras provide a set of 4 twodimensional views or images of the three-dimensional scene.

Basic operation is governed by computer means 14, which may be a "PC" computer, such as the " 200 MHz Pentium Pro" available from Gateway 2000, Inc., North Sioux City, S.D.; as its designation suggests, this computer contains a 200 MHz clock-pulse generator, and an Intel 686 ("Pentium Pro") processor supplied with 128 megabytes of memory, with provision for keyboard instruction at 14'.

A high accuracy monochrome frame-grabber card $\mathbf{1 5}$ is relied upon to digitize and acquire the four images acquired by the four video cameras, respectively. The frame-grabber card is suitably Model DT3152 Data Translation, Marlboro, Mass., and is capable of acquiring up to 4 monochrome video signals.

A card 16 is shown which transmits digital data from the computer means 14 to the digital micromirror device, 19. The card may suitably be a digital input/output board of National Instruments, Austin, Tex., identified by National Instruments part No. AT-DIO-32F. This input/output board has 32 lines of digital input/output divided into four bytes capable of transmitting approximately 900 kilobytes per second.

A reflective light device, 19, is connected to the digital input/output board 16. Although a full description of the reflective light device 19 can be provided, it is more convenient to describe instead a modification of an already available reflective light device, namely the digital micromirror device offered by Texas Instruments, Dallas, Tex. In the standard Texas Instruments reflective light device shown in U.S. Pat. No. 5,061,049 by Hornbeck, issued Oct. 29, 1991, which is incorporated hereinto by reference and shown in FIG. 2 and FIG. 3 and FIG. 4, a set of very small mirrors or micromirrors are electronically controlled to reflect light in one of two possible orientations, namely directly out of the device (i.e., in a direction perpendicular to the surface of the device) or at an angle such that the

Finally, general signal-processing/display/storage software, for signal processing, control and operation of the computer is not shown but will be understood to be a floppy disk loaded at 18 into the computer; this software is suitably the MATLAB-386, available from The MathWorks, Inc., Natick, Mass. Further software, also not shown, will be understood to include signal-processing, neural-network,
and image processing toolboxes, also available from The MathWorks; C++ and Fortran 5.0, available from Microsoft Corporation, Bothell, Wash.; LabView and NI-DAQ, available from National Instruments Corporation, Austin, Tex.; and Frame Grabber SDK, GLOBAL LAB, and GLIDE, available from Data Translation, Marlboro, Mass.
In the presently preferred embodiment of the invention and with additional reference to the flow diagram of FIG. 9, data is collected and processed as follows. A threedimensional still scene (10) comprised of three-dimensional objects is recorded using a set of $\mathrm{M}=4$ video stigmatic cameras (12) each mounted on a tripod (13), and facing the scene from four distinct locations. The set of four twodimensional images acquired using the video cameras (12) are downloaded to the computer (14) using frame grabber card (15). These four images are denoted as $\mathrm{L}_{m}(\mathrm{i}, \mathrm{j}), \mathrm{m}=1$, 2,3,4, and $i$ and $j$ denote the pixel ( $\mathrm{i}, \mathrm{j}$ ) associated with the image stored in the memory of computer (14). The threedimensional scene is characterized in terms of the radiance, $R$, at a reference planar window at $\mathrm{z}=0$ in the object space. An expansion of the radiance, R , in terms of tesseral harmonics is then evaluated using the four images, $\mathrm{L}_{m}(\mathrm{i}, \mathrm{j})$, $\mathrm{m}=1,2,3,4$; these are used to compute a set of four tesseral coefficient functions, $\mathrm{R}_{q}\left(\mathrm{x}_{m, i}, \mathrm{y}_{m, j}\right) \mathrm{q}=1,2,3,4$, where $\mathrm{x}_{m, i}$ and $\mathrm{y}_{m, j}$ are the coordinates associated with the planar window. Note that $\mathrm{x}_{m, i}=2 \mathrm{~d} \mu_{m} \mathrm{i}$ and $\mathrm{y}_{m, j}=2 \mathrm{~d} \mu_{m} \mathrm{j}$, where 2 d is the size of the picture element (pixel) of the camera detector, and $\mu_{m}$ is the transverse magnification associated with the optics of the $\mathrm{m}^{\text {th }}$ camera. It should be understood, and with additional reference to FIG. 10, that if $\mathrm{d}_{m}$ is the distance between the input principal plane of the $\mathrm{m}^{t h}$ camera optics and the plane conjugate to the $\mathrm{m}^{t / h}$ camera detector, and if $\mathrm{d}_{T m}$ is the distance between the output principal plane of the $\mathrm{m}^{\text {th }}$ camera optics and the $\mathrm{m}^{t h}$ camera detector, then $\mu_{m}=\mathrm{d}_{m} / \mathrm{d}_{T m}$.

In a similar manner, the radiance function, D , associated with display (19) is also expressed in terms of a tesseral harmonic expansion, whose coefficient functions are denoted by $\mathrm{D}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right), \mathrm{q}=1,2, \ldots, \mathrm{~N}$, where $\mathrm{N}=4$ in the presently preferred embodiment. It should be understood that for this embodiment there is a one-to-one correspondence between the size of the planar window and the display. It is further understood that the functions $\mathrm{D}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right), \mathrm{q}=1,2$, 3,4, are linear functions of a set of display-excitation electrical-input signals, $\mathrm{W}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right), \mathrm{q}=1,2,3,4$, which are proportional to the radiant power of the corresponding micromirror; thus, $\mathrm{D}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right)$ may be expressed as a linear function of $\mathrm{W}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right)$ It should be additionally understood that the set of $\mathrm{N}=4$ display-excitation electrical-input signals, $\mathrm{W}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right)$, $\mathrm{q}=1,2,3,4$, are used to control the amount of light reflected from the four micromirrors $\mathrm{q}, \mathrm{q}=1,2,3,4$, at pixel $\left\{\mathrm{x}_{i}, \mathrm{y}_{j}\right\}$. As already noted, in the currently preferred embodiment of the invention, $\mathrm{i}=1, \ldots 480$, and $\mathrm{j}=1, \ldots 512$, making for a total of 245,760 pixels in the display, and $4 \times 245,760=983,040$ micromirrors in reflected light device (19).

The set of values for the display-excitation electricalinput signals, $\mathrm{W}_{q}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right), \mathrm{q}=1,2,3,4, \mathrm{i}=1, \ldots 480$, and $\mathrm{j}=1$, .. 512, are evaluated and transferred from computer memory to digital input/output card (15) for transmission to reflected light device (19). The planar display (19), upon input of the set of display-excitation electrical-input signals, produces a displayed image similar to that seen when viewing the original three-dimensional scene (10), whereby achieving the indicated objectives. It should be further understood that the display may be viewed by observers (99) from a continuum of locations in front of the display, thus enabling full multiviewpoint as well as autostereoscopic capabilities.

The preceding description has proceeded on the basis that a tesseral harmonic expansion can be utilized for deriving a

In Eq. (2), the $\mathrm{Y}_{p}(\theta, \phi)$ are known orthogonal functions of $\theta$ 5 and $\phi$ (actually of $\cos \theta, \sin \theta, \cos \phi$ and $\sin \phi$ ); their definitions can be found also on p. 332, note 2, in Handbook of Mathematical Functions, M. Abramowitz and I. A.

Stegun, Dover Publications, New York, 1965, ninth printing. Combining Eqs. 1 and 2, one has:

$$
\begin{align*}
& L_{m}(i, j)=4 d^{2} \mu_{m}^{2} \int_{-P_{x}}^{P_{x}} \int_{-P_{y}}^{P_{y}} \sum_{p=1}^{\infty} R_{p}\left(x_{m, i}+a_{m}, y_{m, j}+\right.  \tag{3}\\
& \left.\quad b_{m}\right) K_{p}\left(X-x_{m, i}, Y-y_{m, j}, c_{m}\right) d X d Y \tag{5}
\end{align*}
$$

The dimensions of the camera pupil at the input principal plane of the camera, where the double integration in Eq. 3 is carried out, are $2 \mathrm{P}_{x}$ and $2 \mathrm{P}_{y}$, respectively. The functions $\mathrm{K}_{p}$ are given by:

$$
\begin{align*}
& K_{p}\left(X-x_{m, i}, Y-y_{m, j}, c_{m}\right)=Y_{p}(\theta, \phi) \cos ^{2} \frac{\theta}{r_{m, i j}^{2}}  \tag{4}\\
& \text { where }  \tag{11}\\
& r_{m, j}^{2}=\left(X-x_{m i}\right)^{2}+\left(Y-y_{m, j}\right)^{2}+c_{m}^{2} \tag{5}
\end{align*}
$$

The angles $\theta$ and $\phi$ are defined through the following set of equations:

$$
\begin{align*}
& \cos \theta=\frac{c_{m}}{r_{m, i j}}  \tag{6}\\
& \sin \theta=\frac{\sqrt{\left(X-x_{m, i}\right)^{2}+\left(Y-y_{m, j}\right)^{2}}}{r_{m, i j}}  \tag{7}\\
& \cos \phi=\frac{\left(X-x_{m, i}\right)}{\sqrt{\left(X-x_{m, i}\right)^{2}+\left(Y-y_{m, j}\right)^{2}}}  \tag{8}\\
& \sin \phi=\frac{\left(Y-y_{m, i}\right)}{\sqrt{\left(X-x_{m, i}\right)^{2}+\left(Y-y_{m, j}\right)^{2}}} \tag{9}
\end{align*}
$$

Now Eq. 3 can be written as a summation of convolutions:

$$
\begin{align*}
& L_{m}(i, j)=4 d^{2} \mu_{m}^{2} \sum_{p=1}^{\infty} \int_{-P_{x}}^{P_{x}} \int_{-P_{y}}^{P_{y}} R_{p}\left(x_{m, i}+a_{m}, y_{m, j}+\right.  \tag{10}\\
&\left.b_{m}\right) K_{p}\left(X-x_{m, i}, Y-y_{m, j}, c_{m}\right) d X d Y \tag{15}
\end{align*}
$$ are known a priori, given by Eq. 4 ; (ii) $\mathrm{L}_{m}(\mathrm{i}, \mathrm{j})$ represents the measurements, i.e., the pixel values associated with the video cameras; (iii) the integration is with respect to the variables X and Y , and thus $\mathrm{R}_{p}$ may be taken outside the double integral; and (iii) if the summation is truncated at some value $\mathrm{N}<\infty$, and assuming that $\mathrm{M} \geqq \mathrm{N}$ images at M distinct sets of values of $\{a, b, c\}$ were acquired (i.e., at $M$ distinct horizontal, vertical, and longitudinal shifts, for example $\left\{\mathrm{a}_{1}, \mathrm{~b}_{1}, \mathrm{c}_{1}\right\}, \ldots,\left\{\mathrm{a}_{m}, \mathrm{~b}_{m}, \mathrm{c}_{m}\right\}, \ldots,\left\{\mathrm{a}_{M}, \mathrm{~b}_{M}, \mathrm{c}_{M}\right\}$ ), then a linear set of equations associated with Eq. 5 can be derived and solved to obtain an estimate of the set of functions $\mathrm{R}_{p}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right), \mathrm{p}=1,2, \ldots, \mathrm{~N}$, where $\mathrm{x}_{i}$ and $\mathrm{y}_{j}$ are the associated pixel locations in the display. In the case when $\mathrm{M}>\mathrm{N}$, an overdetermined set of equations results; in the case when $\mathrm{M}=\mathrm{N}$, a square set of equations results; in both cases, a least squares solution may be found. It should be understood that the estimate of $\mathrm{R}_{p}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right)$ will not be distinguished herein from $\mathrm{R}_{p}\left(\mathrm{x}_{i}, \mathrm{y}_{j}\right)$ itself, although it is obvious that the two will be different, due both to the finite truncation of the summation as well as the presence of noise. It should be further understood that in this analysis the M twodimensional views of the three-dimensional scene were

where for convenience we have dropped the explicit dependence on ( $\mathrm{i}, \mathrm{j}$ ). Thus the functions $\mathrm{R}_{p}(\mathrm{I}, \mathrm{j})$ are evaluated 45
assumed to be acquired at M distinct locations, the locations being arranged such that the cameras are all directed in a parallel fashion towards the three-dimensional scene. It should be clear however that this represents no loss of generality in terms of the currently preferred embodiment of the invention; in particular images can be obtained from cameras arranged in non-parallel or "tilted" orientations.

Assume now that the summation in Eq. 10 is truncated at $M=N$ distinct sets of values of $\{a, b, c\}$, i.e., $\left\{a_{1}, b_{1}, c_{1}\right\}, \ldots$ . $\left\{\mathrm{a}_{m}, \mathrm{~b}_{m}, \mathrm{c}_{m}\right\}, \ldots\left\{\mathrm{a}_{N}, \mathrm{~b}_{N}, \mathrm{C}_{N}\right\}$,). Then Eq. 10 may be expressed as:

$$
\begin{gather*}
L_{m}\left(i-\alpha_{m}, j-\beta_{m}\right)=\sum_{p=1}^{N} R_{p}(i, j) G_{p m}(i, j) \\
\text { where } \\
G_{p m}(i, j)=4 d^{2} \mu_{m}^{2} \int_{-P_{x}}^{P_{x}} \int_{-P_{y}}^{P_{y}} K_{p}\left(X-x_{m, i}, Y-y_{m, j}, c_{m}\right) d X d Y  \tag{12}\\
\alpha_{m}=\frac{a_{m}}{2 d \mu_{m}}  \tag{13}\\
\beta_{m}=\frac{b_{m}}{2 d \mu_{m}} \tag{14}
\end{gather*}
$$

Note that $\mathrm{m}=1, \ldots, \mathrm{~N}$ and $\mathrm{p}=1, \ldots, \mathrm{~N}, \mathrm{~N}=4$, and $\mathrm{a}_{m}, \mathrm{~b}_{m}$ are chosen so that $\alpha_{m}$ and $\beta_{m}$ are both integer numbers, in the presently preferred embodiment. It should be understood that for ease of notation $\mathrm{R}_{p}(\mathrm{i}, \mathrm{j})$ denotes the value of the tesseral coefficient function $\mathrm{R}_{p}(\mathrm{x}, \mathrm{y})$ at $\mathrm{x}=\mathrm{x}_{m, i}$ and $\mathrm{y}=\mathrm{y}_{m, j}$. Now letting $L(i, j)=\left[\mathrm{L}_{1}\left(\mathrm{i}-\alpha_{1}, \mathrm{j}-\beta_{1}\right) \ldots \mathrm{L}_{m}\left(\mathrm{i}-\alpha_{m}, \mathrm{j}-\beta_{m}\right) \ldots\right.$ $\left.\mathrm{L}_{N}\left(\mathrm{i}-\alpha_{n}, \mathrm{j}-\beta_{N}\right)\right]^{T}, \mathrm{R}(\mathrm{i}, \mathrm{j})=\left[\mathrm{R}_{1}(\mathrm{i}, \mathrm{j}) \ldots \mathrm{R}_{n}(\mathrm{i}, \mathrm{j}) \ldots \mathrm{R}_{N}(\mathrm{i}, \mathrm{j})\right]^{T}$, and $\mathrm{G}(\mathrm{i}, \mathrm{j})=\left[\mathrm{G}_{n p}(\mathrm{i}, \mathrm{j})\right]$, an $\mathrm{N} \times \mathrm{N}$ matrix, Eq. 11 may now be written as the matrix expression

$$
L=G R
$$ through inversion of Eq. 15, namely,

$$
\begin{equation*}
R=G^{-1} L \tag{16}
\end{equation*}
$$

The above inversion is repeated for each pixel ( $\mathrm{i}, \mathrm{j}$ ) in the display in order to obtain the estimated set of tesseral coefficient functions, $\mathrm{R}_{p}(\mathrm{i}, \mathrm{j}), \mathrm{p}=1,2, \ldots, \mathrm{~N}, \mathrm{i}=1, \ldots 480, \mathrm{j}=1$, . . 512 , associated with the three-dimensional scene.
Next, a corresponding analysis is applied to the display itself, the reflected light device 19 , whose radiance function is represented by the function, $\mathrm{D}(\mathrm{x}, \mathrm{y}, \theta, \phi)$. It should be understood that (i) each picture point (pixel) at ( $\mathrm{x}, \mathrm{y}$ ) is composed of N independent light sources, i.e., the N micromirrors, which emit N independent beams of light; and (ii) each of the N beams of light is characterized by its associated radiance $\mathrm{W}_{i}(\mathrm{x}, \mathrm{y}) \mathrm{B}_{i}(\theta, \phi)$, where $\mathrm{W}_{i}(\mathrm{x}, \mathrm{y})$, the display-excitation electrical-input signal, is the normalized radiant power of the $\mathrm{i}^{\text {th }}$ beam, $\mathrm{i}=1, \ldots, \mathrm{~N}$, and $\mathrm{B}_{i}(\theta, \phi)$ is 5 related to the intensity pattern of the $\mathrm{i}^{\text {th }}$ beam. Then, in view of the above two factors in conjunction with the fact that the light radiated from the display is incoherent, the radiance
function, $\mathrm{D}(\mathrm{x}, \mathrm{y}, \theta, \phi)\left[\mathrm{Wm}^{-2} \mathrm{sr}^{-1}\right]$, may be represented by the following summation:

$$
\begin{equation*}
D(x, y, \theta, \phi)=\sum_{p=1}^{N} W_{p}(x, y) B_{p}(\theta, \phi) \tag{17}
\end{equation*}
$$

In Eq. $17, \mathrm{~W}_{p}(\mathrm{x}, \mathrm{y})$ is the normalized radiant power (i.e., $\left.0 \leqq \mathrm{~W}_{p}(\mathrm{x}, \mathrm{y}) \leqq 255\right)$ of the $\mathrm{p}^{\text {th }}$ reflected light beam, $\mathrm{B}_{p}(\theta, \phi)[\mathrm{W}$ $\mathrm{m}^{-2} \mathrm{sr}^{-1}$ ], from pixel $(\mathrm{x}, \mathrm{y})$, that is, the light power radiated by one of the N micromirrors located at pixel ( $\mathrm{x}, \mathrm{y}$ ). The functions, $\mathrm{B}_{p}(\theta, \phi), \mathrm{p}=1,2, \ldots, \mathrm{~N}$ can be expressed as a tesseral harmonic expansion:

$$
\begin{equation*}
B_{p}(\theta, \phi)=\sum_{q=1}^{\infty} s_{p q} Y_{q}(\theta, \phi) \tag{18}
\end{equation*}
$$

In Eq. 18, $\mathrm{s}_{p q}$ are the tesseral coefficients associated with the tesseral expansion, and $Y_{q}(\theta, \phi)$ are the known orthogonal functions introduced earlier. The tesseral coefficients, $s_{p q}$, can be evaluated using the equations provided in Electromagnetic Theory, J. A. Stratton, McGraw Hill, New York, 1941, p. 403, Eqs. 18-19, and which are included by reference hereinto. Combining Eqs. 17 and 18, one obtains

$$
\begin{aligned}
& \begin{aligned}
D(x, y, \theta, \phi) & =\sum_{q=1}^{\infty}\left[\sum_{p=1}^{N} s_{p q} W_{p}(x, y)\right] Y_{q}(\theta, \phi) \\
& =\sum_{q=1}^{\infty} D_{q}(x, y) Y_{q}(\theta, \phi)
\end{aligned} \\
& \text { where } \\
& D_{q}(x, y)=\sum_{p=1}^{N} s_{p q} W_{p}(x, y), q=1,2,3, \ldots
\end{aligned}
$$

It should be understood that Eq. 20 represents a linear relationship between the normalized radiant powers, $\mathrm{W}_{p}$ (x, y), associated with the micromirrors of the display, and the tesseral coefficient functions, $\mathrm{D}_{q}(\mathrm{x}, \mathrm{y})$. The normalized radiant powers, $\mathrm{W}_{p}(\mathrm{x}, \mathrm{y})$, associated wish the micromirrors in the display, can now be evaluated by setting the first N tesseral coefficient functions for the display equal to the N tesseral coefficient functions of the three-dimensional scene, namely:

$$
R_{q}(x, y)=D_{q}(x, y), q=1, \ldots, N .
$$

Combining Eq. 21 with Eq. 20 gives:

$$
R_{q}(x, y)=\sum_{p=1}^{N} s_{p q} W_{p}(x, y), q=1, \ldots N
$$

or in matrix form

$$
R(x, y)=S W(x, y)
$$

where $\mathrm{R}(\mathrm{x}, \mathrm{y})=\left[\mathrm{R}_{1}(\mathrm{x}, \mathrm{y}) \mathrm{R}_{2}(\mathrm{x}, \mathrm{y}) \ldots \mathrm{R}_{\mathrm{N}}(\mathrm{x}, \mathrm{y})\right]^{T}, \mathrm{~W}(\mathrm{x}, \mathrm{y})=\left[\mathrm{W}_{1}\right.$ $\left.(\mathrm{x}, \mathrm{y}) \mathrm{W}_{2}(\mathrm{x}, \mathrm{y}) \ldots \mathrm{W}_{N}(\mathrm{x}, \mathrm{y})\right]^{T}, \mathrm{~S}=\left[\mathrm{s}_{i j}\right]$, the $\mathrm{N} \times \mathrm{N}$ matrix of coefficients, $\mathrm{s}_{i j}$, and ${ }^{T}$ denotes matrix transpose. It should be understood that the normalized radiant powers represented by column vector, $\mathrm{W}(\mathrm{x}, \mathrm{y})$, are the set of display-excitation electrical-input signals which are transferred from the computer to the reflected light device in order to form the three-dimensional image. oriented in one of N distinct "on" directions. The reflected light device 19 is further specified to be composed of a total of $K$ discrete pixels. Further, each of the $K$ pixels in the modified digital micromirror device are equivalent in terms of the N distinct micromirrors of which they are each comprised. Thus it should be realized that any number, N, of micromirrors associated with each pixel can be used, any
number, M , of cameras can be used, and any number, Q , of terms in the tesseral harmonic scene and display expansions can be used, with the understanding that $\mathrm{M} \geqq \mathrm{N}$ and $\mathrm{Q} \geqq \mathrm{N}$.

It should further be understood that the reflected light device 19 of FIG. 1 is used in conjunction with an appropriate projection screen and associated electronics and optics, as schematically diagramed in FIG. 4. It should be additionally understood that display devices other than the reflected light device can be used as part of the threedimensional display system. For example, and with additional reference to FIG. 11, an alternative preferred embodiment of the present invention uses a liquid crystal display (LCD) device to display the three-dimensional image. In this alternative embodiment, a pixel in the LCD device is comprised of a set of N "subpixels" (a "subpixel" being understood to be an ordinary pixel in a standard LCD), together with a set of optical transformers. The optical transformers are thin lenslets, constructed such that a parallel ray impinging at ( $\mathrm{x}_{p}, \mathrm{y}_{p}$ ) on the lenslet emerges at an angle, $\theta_{p}$. A "subpixel" in the LCD whose center is located at ( $\mathrm{x}_{p}, \mathrm{y}_{p}$ ) produces an emerging beam $\mathrm{W}_{p} \mathrm{~B}_{p}(\theta, \phi)$ centered around $\theta_{p}$. It is to be understood that a similar analysis as carried out for the reflective light display can also be carried out for the LCD-lenslet display, i.e., using Eqs. 17-20 and thereby achieving an alternative preferred embodiment of the present invention. A useful reference on the subject of liquid crystal displays can be found in the reference Handbook of Optics, Devices, Measurements and Properties, Second Edition, Vol. I, Michael Bass, Editor-in-Chief, published by McGraw Hill in 1995, New York, N.Y., Chapter 27, pp. 27.36-27.44, and which is incorporated by reference hereinto. A recent advance in three-dimensional display devices is shown in U.S. Pat. No. 5,493,427 by Nomura et al., issued Feb. 20, 1996, and which is incorporated hereinto by reference. This device utilizes a liquid crystal display panel and an attached electronically variable lens. In an alternative embodiment of the present invention, this display device is used to receive the set of display-excitation electrical-input signals provided herein in Eq. 25.

In yet another alternative embodiment, and with additional reference to FIG. 12, a set of light-emitting diodes (LED's) together with a set of optical transformers is used to realize the three-dimensional display device. In this alternative embodiment, the optical transformers are thin lenslets, constructed such that a parallel ray impinging at ( $\mathrm{x}_{p}, \mathrm{y}_{p}$ ) on the lenslet emerges at an angle, $\theta_{p}$. An LED whose center is located at ( $\mathrm{x}_{p}, \mathrm{y}_{p}$ ) produces an emerging beam $\mathrm{W}_{p} \mathrm{~B}_{p}(\theta, \phi)$ centered around $\theta_{p}$. It is to be understood that a similar analysis as carried out for the reflective light display can also be carried out for the LED-lenslet display, i.e., using Eqs. 17-20 and thereby achieving an alternative embodiment of the present invention. A useful reference on the subject of light emitting diodes can be found in the reference Handbook of Optics, Devices, Measurements and Properties, Second Edition, Vol. I, Michael Bass, Editor-inChief, published by McGraw Hill in 1995, New York, N.Y., Chapter 12, and which is incorporated by reference hereinto. A recent advance in the engineering of LEDs is the development of transparent organic LEDs (TOLEDs). These devices, which can generate light in the red, green and blue spectral regions, can be used in the construction of a suitable display device using the principles disclosed herein. A useful reference for TOLEDs entitled "Transparent light emitting devices" may be found in Nature, Vol. 380, Mar. 7, 1996, p. 29 , by V. Bulovic et al., and is incorporated by reference hereinto. It is also to be noted that a display comprised of suitably arranged bundles of optical fibers can serve as the
basis for constructing the display device. Each optical fiber bundle realizes a single pixel. A useful reference on the subject of miniature and micro-optical means can be found in the reference Handbook of Optics, Devices, Measurements and Properties, Second Edition, Vol. II, Michael Bass, Editor-in-Chief, published by McGraw Hill, New York, N.Y., Chapters 7, 8 and 10 , and which is incorporated by reference hereinto. A general reference on display systems can be found in the publication "Cameras and Display Systems" by Yoshitaka Hashimoto et al., in the Proceedings of the IEEE, Vol 83, No. 7, July 1995, pp. 1032-1043. It is therefore to be understood that the principles disclosed herein, namely the decomposition in terms of tesseral harmonics of the scene and display radiances, respectively, can be adapted to any number of display device embodiments with the understanding that the specific display embodiment utilized provides a means for independently controlling the angular distribution of the light emitted from each pixel. It is further to be understood that there is no limitation on the number of independent degrees of freedom, N , associated with any specific display device embodiment to be used in the present invention, or with the number of cameras used, or with the number of terms used in the tesseral harmonic expansions, with the conditions that $\mathrm{M} \geqq \mathrm{N}$ and $\mathrm{Q} \geqq \mathrm{N}$. It is to be realized that increasingly larger values of $\mathrm{M}, \mathrm{N}$, and Q will generally lead to three-dimensional display of threedimensional scenes of increasingly higher quality.
In another embodiment of the invention, the cameras are not oriented parallel to one another, as shown in FIG. 1. In this alternative embodiment, and as shown in FIG. 13, the cameras are maintained in a set of "tilted" or oblique positions with respect to one another. It may be readily understood that a similar analysis may be carried out with respect to the tesseral harmonic expansions of the scene and display radiances, although the mathematics become somewhat more involved. It is useful to therefore present the set of equations associated with this alternative embodiment. It should be further understood that the following mathematical presentation encompasses not only tilted cameras but also the use of either stigmatic cameras (i.e., the standard television camera with its associated "stigmatic" optics) or astigmatic cameras (e.g., sensor or detector arrays). A description of the theory of astigmatic imaging can be found in the book, Geometrical Optics, An Introduction to Hamilton's Method, by J. L. Synge, Cambridge University Press, London, England in 1962, on pp. 76-84, and is incorporated by reference hereinto. A reference on visible array detectors, which may be considered to be an embodiment of astigmatic cameras, can be found in the book Handbook of Optics, Devices, Measurements and Properties, Second Edition, Vol. I, Michael Bass, Editor-in-Chief, published by McGraw Hill, New York, N.Y., Chapter 22, and is incorporated by reference hereinto.

It should therefore be understood that the present invention may be embodied in a variety of ways, with the currently preferred embodiment including parallel stigmatic cameras 12, as shown in FIG. 1. An alternative embodiment utilizes tilted stigmatic cameras, as shown in FIG. 13, where each camera 12 is mounted on a gimbal 40 having two degrees of freedom. The gimbal allows for convenient positioning of its attached camera. Yet another embodiment of the invention utilizes parallel astigmatic cameras 12 ', as shown in FIG. 14. A further embodiment utilizes tilted astigmatic cameras, as shown in FIG. 15, where each astigmatic camera $12^{\prime}$ is mounted on a gimbal 40.

These alternative embodiments of the invention, and with further reference to FIG. 16, can be described in a comprehensive analytic fashion as follows. As noted earlier, $\mathrm{d}_{m}$ is the distance of the plane conjugate to the detector of camera m from the input principal plane of the optics of camera m . The distance both of the origin of the coordinates of camera m and of the camera m imaging plane itself from the input
principal plane of the optics of camera m , is $\mathrm{c}_{m}$. It should be understood that $\mathrm{d}_{m}$ may generally differ from $\mathrm{c}_{m}$, but for a stigmatic camera as used in the presently preferred embodiment, $\mathrm{c}_{m} \equiv \mathrm{~d}_{m}$. For an astigmatic camera, $\mathrm{c}_{m} \gg \mathrm{~d}_{m}$. Let ( $\mathrm{x}_{0 m}, \mathrm{y}_{0 m}, \mathrm{z}_{\mathrm{O} m}$ ) be the offset of the origin of the camera coordinates from the gimbal or tripod center, and ( $\mathrm{a}_{m}-\mathrm{x}_{0 m}$, $\mathrm{b}_{m}-\mathrm{y}_{0 m}, \mathrm{z}_{m}$ ) be the offset of the center of the gimbal or tripod from the origin of the coordinates of the object space coordinates, where the window is located. With additional reference to FIG. 16, The following matrices are defined:

$$
\begin{align*}
& A_{m}=\left[\begin{array}{lllc}
1 & 0 & 0 & a_{m}-x_{0 m} \\
0 & 1 & 0 & b_{m}-y_{0 m} \\
0 & 0 & 1 & z_{m} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{26}\\
& T_{m}=\left[\begin{array}{cccc}
\cos \phi_{c m} & -\sin \phi_{c m} \cos \theta_{c m} & \sin \phi_{c c m} \sin \theta_{c m} & 0 \\
\sin \phi_{c m} & \cos \phi_{c m} \cos \theta_{c m} & -\cos \phi_{c m} \sin \theta_{c m} & 0 \\
0 & \sin \theta_{c m} & \cos \theta_{c m} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{27}\\
& F_{m}=\left[\begin{array}{llll}
1 & 0 & 0 & x_{0 m} \\
0 & 1 & 0 & y_{0 m} \\
0 & 0 & 1 & z_{0 m}+c_{m}-d_{m} \\
0 & 0 & 0 & 1
\end{array}\right] \tag{28}
\end{align*}
$$

where the angles $\theta_{c m}$ and $\phi_{c m}$ are the pan and tilt angles of rotation of the $\mathrm{m}^{\text {th }}$ camera on the gimbal, respectively. These matrices, i.e., Eqs. 26-28 are used for geometrical transformations of the image coordinates, and are described in the reference Digital Image Processing, 2nd Edition, by Rafael C. Gonzales and Paul Wintz, published by Addison-Wesley of Reading, Mass. in 1987, pp.36-54, and which is incorporated by reference hereinto. Now by defining the auxiliary coordinate vectors $\left[\mathrm{x}_{m, i j}{ }^{*}, \mathrm{y}_{m, i j}{ }^{*}, \mathrm{Z}_{m, i j}{ }^{*}, \mathrm{Z}_{m, i j}{ }^{*}, 1\right]^{T}$ and $\left[\mathrm{X}_{m}{ }^{*}\right.$, $\left.\mathrm{Y}_{m}{ }^{*}, \mathrm{Z}_{m}{ }^{*}, 1\right]^{T}$, the following relationships hold:

$$
\begin{align*}
& {\left[\begin{array}{c}
x_{m, i j}^{*} \\
y_{m, i j}^{*} \\
z_{m, i j}^{*} \\
1
\end{array}\right]=A_{m} T_{m} F_{m}\left[\begin{array}{c}
x_{m, i} \\
y_{m, j} \\
0 \\
1
\end{array}\right]}  \tag{29}\\
& {\left[\begin{array}{c}
X_{m}^{*} \\
Y_{m}^{*} \\
Z_{m}^{*} \\
1
\end{array}\right]=A_{m} T_{m} F_{m}\left[\begin{array}{c}
X \\
Y \\
d_{m} \\
1
\end{array}\right]} \tag{30}
\end{align*}
$$

Then, the expression for the total light power received by pixel ( $\mathrm{i}, \mathrm{j}$ ) of the detector of camera $\mathrm{m}, \mathrm{m}=1,2, \ldots, \mathrm{M}$, can be approximated by:

$$
\begin{gather*}
L_{m}(i, j)=4 d^{2} \mu_{m}^{2} \int_{-P_{x}}^{P_{x}} \int_{-P_{y}}^{P_{y}} \sum_{p=1}^{\infty} R_{p}\left(x_{m, i j}, y_{m, i j}\right) K_{p, m}^{*}(X, Y, i, j) d X d Y  \tag{31}\\
\text { where } \\
K_{p, m}^{*}(X, Y, i, j)=Y_{p}\left(\theta_{m, i j}^{*}, \phi_{m, i j}^{*} \frac{Z_{m, j i}^{*}\left(Z_{m, i j}^{*}-z_{m, i j}^{*}\right)}{r_{m, i j}^{3 / 2} r_{c, m, i j}^{1 / 2}}\right.  \tag{32}\\
r_{m, i j}^{2}=\left(X_{m}^{*}-x_{m, i j}\right)^{2}+\left(Y_{m}^{*}-y_{m, i j}\right)^{2}+Z_{m}^{* 2}  \tag{3}\\
r_{c, m, i j}^{*}=\left(X_{m}^{*}-x_{m, i j}^{*}\right)^{2}+\left(Y_{m}^{*}-y_{m, i j}^{*}\right)^{2}+\left(Z_{m}^{*}-z_{m, i j}^{*}\right)^{2} \tag{34}
\end{gather*}
$$
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$$
\begin{align*}
& \cos \theta_{m, i j}^{*}=\frac{Z_{m}^{*}}{r_{m, i j}}  \tag{35}\\
& \sin \theta_{m, i j}^{*}=\frac{\sqrt{\left(X_{m}^{*}-x_{m, i j}\right)^{2}+\left(Y_{m}^{*}-y_{m, i j}\right)^{2}}}{r_{m, i j}}  \tag{36}\\
& \cos \phi_{m, i j}^{*}=\frac{\left(X_{m}^{*}-x_{m, j}\right)}{\sqrt{\left(X_{m}^{*}-x_{m, i j}\right)^{2}+\left(Y_{m}^{*}-y_{m, i j}\right)^{2}}}  \tag{37}\\
& \sin \phi_{m, i j}^{*}=\frac{\left(Y_{m}^{*}-y_{m, i j}\right)}{\sqrt{\left(X_{m}^{*}-x_{m, i j}\right)^{2}+\left(Y_{m}^{*}-y_{m, i j}\right)^{2}}}  \tag{38}\\
& x_{m, i j}=\frac{Z_{m}^{*} x_{m, i j}^{*}-X_{m}^{*} z_{m, i j}^{*}}{Z_{m}^{*}-z_{m, i j}^{*}}  \tag{39}\\
& y_{m, i j}=\frac{Z_{m}^{*} y_{m, i j}^{*}-Y_{m}^{*} z_{m, i j}^{*}}{Z_{m}^{*}-z_{m, i j}^{*}} \tag{40}
\end{align*}
$$

Eqs. 26-40 are used to solve for the set of display-excitation electrical-input signals, $\mathrm{W}_{p}$, in a manner similar to that used in the presently preferred embodiment described previously in Eq. 3. The solution requires the numerical evaluation of the integral, Eq. 31, and, because of the dependence of the arguments, $\mathrm{x}_{m, i j}$ and $\mathrm{y}_{m, i j}$ of $\mathrm{R}_{p}$ on the variables of integration, X and Y , in this alternative embodiment(see Eqs. 26-30 and Eqs. 32-40), $\mathrm{R}_{p}$ cannot be removed from inside the double integrals. Hence the numerical solution of Eq. 31 will involve a more complex set of equations compared with the solution to Eq. 3; however the resulting equations remain linear in terms of the solution for $\mathrm{R}_{p}$, and thus the techniques already disclosed herein can be utilized. The integration in the presently preferred and alternative embodiments of the invention are numerically evaluated using a trapezoidal integration rule, according to the description provided in Numerical Recipes in Fortran The Art of Scientific Computing 2 nd edition, by William Press et al., Cambridge University Press, Cambridge, England, 1992, Chapter 4, which is included by reference hereinto. It should be further understood that any numerical integration procedure can be utilized, as well as any quantitative means. It is further to be noted that certain nonlinear solution techniques can also be utilized for the solution of Eq. 3 and of Eq. 31, in order to deal more effectively with the effects of noise and nonlinearities and non-ideal natures of the various components used in the present invention. These nonlinear techniques can be understood to include the use of neural networks; see for example the book Neural Networks A Comprehensive Foundation, by Simon Haykin, published by IEEE Press,
50 1994, and incorporated by reference hereinto. In such a variation of the present invention, the outputs of the video cameras serve as inputs to an appropriately configured neural network, whose outputs are the set of displayexcitation electrical input signals. The neural network is first configured or trained on a set of data (i.e., the "training data set") consisting of known three-dimensional still or dynamic scenes.
It will be additionally understood that the video cameras shown in FIG. 1, FIG. 13, FIG. 14, and FIG. 15 call in the preferred and alternative embodiments of the present invention be adapted for control and communication of their respective spatial positions and optical settings to the processing computer (indicated by the dashed lines 33 in the respective figures connected to the cameras and serial port 23 of computer 14), thus enabling the use of practical and modern television production techniques. It should also be understood that knowledge of the positions and optical
settings of all the cameras used in all of the presently preferred embodiments must be available for solving Eq. 3 or Eq. 31 for the display-excitation electrical-input signals.
It will be seen also that the methods and apparatus disclosed herein encompasses not only monochrome display of three dimensional scenes, but also the display of full color three-dimensional images. In this case, it will be understood that the processing as described herein is applied to each separate color utilized for display. It is to be understood that the camera detector is assumed in the presently preferred embodiments of the invention to absorb light according to Lambert's cosine law. However, any other radiometric characteristic of the detector can be easily incorporated into the present invention through appropriate modifications of Eq. 4 or Eq. 32. It is further to be realized that chromatic aberrations can be addressed using techniques well known in the optical sciences, although the present invention does not make explicit use of these improvements and modifications. An additional point to be understood is that the display device and three-dimensional scene need not be of the same size, and that inclusion of an additional magnification factor, similar to $\mu_{m}$, can be understood to offer a complete variety in display sizes, relative to the original three-dimensional scene. Moreover, it should be understood that all the embodiments and variations of the display device, including for example micromirrors, LCDs, LED, fiber optics and other display means, can be utilized in the various embodiments as presented in FIG. 1, FIG. 13, FIG. 14 and FIG. 15, and described by Eqs. 26-40. It should also be pointed out that in some alternative embodiments it may be desirable to provide a three-dimensional view for observers with only two degrees of freedom (i.e., $x-z$ or $y-z$ ) or only one degree of freedom ( $x$ or $y$ or $z$ only). In another variation of the present invention, it should also be understood that the terms used in the tesseral harmonic expansions of Eq. 3 and Eq. 31 need not necessarily be sequentially chosen. For example, the expansion in Eq. 2 can be written as

$$
\begin{equation*}
R(x, y, \theta, \phi)=\sum_{p=1}^{Q} R_{2 p+1}(x, y) Y_{2 p+1}(\theta, \phi) \tag{40}
\end{equation*}
$$

In this case, $Q$ terms in total are used, except that $p=3,5$, $7, \ldots, 2 \mathrm{Q}+1$ are the only terms used in the expansion. In one alternative variation, the terms in the tesseral harmonic expansion are chosen in order to enhance the quality of the displayed three-dimensional image from a point of view which is coincident with the z -axis. Other choices for terms used in the tesseral harmonic expansion will be understood to provide three-dimensional images of higher quality depending on the relative degrees of freedom allowed for the observer positions.
Finally, it should be understood that the respective embodiments and variations of the invention can be implemented using either analog or digital processing techniques and that these techniques can be further understood to include the use of "real-time" signal processors. Thus it is appreciated from the foregoing that the present invention can be utilized for three-dimensional display of both "still" three-dimensional scenes or dynamic three-dimensional (television and video) scenes. It should lastly be recognized and appreciated that not only can tesseral harmonic functions be used, but that any orthogonal set of functions may be utilized in the expansion of Eq. 2. For example, one such set of functions can be constructed from the set of Tchebychef polynomials. An excellent reference for the theory of orthogonal functions is the book Orthogonal Functions,

Revised English Edition, by Giovanni Sansone, Dover Publications, Inc., New York, N.Y., in 1991, and which is included by reference hereinto. Another excellent reference on orthogonal functions is the book Handbook of Mathematical Functions, M. Abramowitz and I. A. Stegun, Dover Publications, New York, 1965, ninth printing, and which is incorporated by reference hereinto.

It will be seen that the described invention meets all stated objectives as to the three-dimensional display of threedimensional objects and scenes, with the specific advantages that it provides for true multiviewpoint and autostereoscopic capabilities. Moreover, the disclosed apparatus and method provides herein for the first time a coherent and comprehensive mathematical framework by which the threedimensional display of three-dimensional scenes may be achieved. In summary, it should be noted that the invention as presently disclosed provides for the following advantages and improvements:
i. True multiviewpoint capabilities, thereby allowing a group of people to view the three-dimensional images from a continuum of viewpoints, and thereby allowing each individual to observe a distinct three-dimensional view;
ii. Autostereoscopic capability, without the use of viewing glasses or any type of head locator/detector means;
iii. A natural and accurate display of the threedimensional scene, which does not cause or lead to viewer fatigue;
iv. Compatibility with standard (two-dimensional) television technology; and
v. Practicality and cost-effectiveness in comparison with other systems.
What is claimed is:

1. Apparatus for providing a three-dimensional image of a three-dimensional scene, said apparatus comprising:
(a) a set of M two-dimensional views of said threedimensional scene;
(b) encoding means for processing said set of M twodimensional views to obtain a set of display-excitation electrical-input signals; and
(c) planar display means connected for response to said set of display-excitation electrical-input signals, whereby to produce said three-dimensional image of said three-dimensional scene.
2. Apparatus according to claim 1, wherein said display means is a digital micromirror device.
3. Apparatus according to claim 1, wherein said display means is a light emitting diode array device.
4. Apparatus according to claim 1, wherein said display means is a liquid crystal display device.
5. Apparatus for providing a sequence of threedimensional images of a sequence of three-dimensional scenes, said apparatus comprising:
(a) a sequence of sets of M two-dimensional views of said sequence of three-dimensional scenes;
(b) encoding means for processing said sequence of sets of M two-dimensional views to obtain a sequence of sets of display-excitation electrical-input signals; and
(c) planar display means connected for response to said sequence of sets of display-excitation electrical-input signals, whereby to produce said sequence of threedimensional images of said sequence of threedimensional scenes.
6. Apparatus according to claim 5, wherein said display means is a digital micromirror device.
7. Apparatus according to claim $\mathbf{5}$, wherein said display means is a light emitting diode array device.
8. Apparatus according to claim 5 , wherein said display means is a liquid crystal display device.
9. Apparatus for providing a three-dimensional image of a three-dimensional scene, said apparatus comprising:
(a) a set of M two-dimensional views of said threedimensional scene;
(b) encoding means for processing said set of M twodimensional views to obtain a set of display-excitation electrical-input signals; and,
(c) planar display means connected for response to said set of display-excitation electrical-input signals, said planar display means including a set of light-radiating elements and adapted for controlling the radiance pattern from each of said light-radiating elements in said set of light-radiating elements to thereby produce said three-dimensional image of said three-dimensional scene.
10. Apparatus according to claim 9 , wherein said display means is a digital micromirror devices.
11. Apparatus according to claim 9, wherein said display means is a light emitting diode array device.
12. Apparatus according to claim 9, wherein said display means is a liquid crystal display device.
13. Apparatus for providing a sequence of threedimensional images of a sequence of three-dimensional scenes, said apparatus comprising:
(a) a sequence of sets of M two-dimensional views of said sequence of three-dimensional scenes;
(b) encoding means for processing said sequence of sets of M two-dimensional views to obtain a sequence of sets of display-excitation electrical-input signals;
(c) planar display means connected for response to said sequence of sets of display-excitation electrical-input signals, said planar display means including a set of light-radiating elements and adapted for controlling the radiance pattern from each of said light-radiating elements in said set of light-radiating elements to thereby produce said sequence of three-dimensional images of said sequence of three-dimensional scenes.
14. Apparatus according to claim 13 , wherein said display means is a digital micromirror device.
15. Apparatus according to claim 13, wherein said display means is a light emitting diode array device.
16. Apparatus according to claim 13 , wherein said display means is a liquid crystal display device.
17. The method for producing a three-dimensional image of a three-dimensional scene, using a set of M twodimensional views of said three-dimensional scene, and a planar display, which method comprises the steps of:
(a) using said set of M two-dimensional views to produce a set of display-excitation electrical-input signals; and
(b) driving said planar display with said set of displayexcitation electrical-input signals to produce said threedimensional image of said three-dimensional scene.
18. The method for producing a sequence of threedimensional images of a sequence of three-dimensional scenes, using a sequence of sets of M two-dimensional views of said sequence of three-dimensional scenes, and a planar display, which method comprises the steps of:
(a) using said sequence of sets of M two-dimensional views to produce a sequence of sets of displayexcitation electrical-input signals; and
(b) driving said planar display with said set of displayexcitation electrical-input signals to produce said
sequence of three-dimensional images of said sequence of three-dimensional scenes.
19. The method for producing a three-dimensional image of a three-dimensional scene, using a set of M twodimensional views of said three-dimensional scene, and a planar display comprised of a set of light-radiating elements, in which a radiance pattern of each of said light-radiating elements of said set of light-radiating elements is controllable, which method comprises the steps of:
(a) using said set of M two-dimensional views to produce a set of display-excitation electrical-input signals;
(b) driving said planar display with said set of displayexcitation electrical-input signals; and
(c) controlling the radiance pattern of light radiated from each of said light-radiating elements of said set of light-radiating elements in said planar display to produce said three-dimensional image of said threedimensional scene.
20. The method for producing a sequence of threedimensional images of a sequence of three-dimensional scenes, using a sequence of sets of M two-dimensional views of said sequence of three-dimensional scenes, and a planar display comprised of a set of light-radiating elements, in which a radiance pattern of each of said light-radiating elements of said set of light-radiating elements is controllable, which method comprises the steps of:
(a) using said sequence of sets of M two-dimensional views to produce a sequence of sets of displayexcitation electrical-input signals;
(b) driving said planar display with said sequence of sets of display-excitation electrical-input signals; and
(c) controlling the radiance pattern of light radiated from each of said light-radiating elements of said set of light-radiating elements in said planar display to produce said sequence of three-dimensional images of said sequence of three-dimensional scenes.
21. Apparatus for providing a three-dimensional image of a three-dimensional scene, said apparatus comprising:
(a) a set of M two-dimensional views of said threedimensional scene;
(b) encoding means for processing said set of M twodimensional views to obtain a set of display-excitation electrical-input signals, said encoding means including means for orthogonal expansion of said set of M two-dimensional views; and,
(c) display means connected for response to said set of display-excitation electrical-input signals, whereby to produce said three-dimensional image of said threedimensional scene.
22. The apparatus of claim 21, wherein said means for orthogonal expansion of said set of M two-dimensional views includes means for tesseral harmonic expansion of said set of M two-dimensional views.
23. The apparatus of claim 21, wherein said means for orthogonal expansion of said set of M two-dimensional views includes means for Tchebychef polynomial expansion of said set of M two-dimensional views.
24. The method for producing a three-dimensional image of a three-dimensional scene, comprising the steps of:
(a) deriving, with at least one orthogonal expansion, a set of display-excitation electrical-input signals; and,
(b) driving a display with said set of display-excitation electrical-input signals to produce said threedimensional image of said three-dimensional scene.
25. The method of claim 24, wherein said orthogonal expansion is a tesseral harmonic expansion.

## 21

26. The method of claim 24 , wherein said orthogonal expansion is a Tchebychef polynomial expansion.
27. Apparatus for providing a three-dimensional image of a three-dimensional scene, said apparatus comprising:
(a) a set of $M$ two-dimensional views of said three- 5 dimensional scene;
(b) encoding means for processing said set of M twodimensional views to obtain a set of display-excitation electrical-input signals, said encoding means including means for orthogonal expansion of said set of $M$ two-dimensional views; and,
(c) planar display means connected for response to said set of display-excitation electrical-input signals, whereby to produce said three-dimensional image of said three-dimensional scene.
28. The apparatus of claim 27, wherein said means for orthogonal expansion of said set of M two-dimensional views includes means for tesseral harmonic expansion of said set of M two-dimensional views.

## 22

29. The apparatus of claim 27, wherein said means for orthogonal expansion of said set of M two-dimensional views includes means for Tchebychef polynomial expansion of said set of M two-dimensional views.
30. The method for producing a three-dimensional image of a three-dimensional scene, comprising the steps of:
(a) deriving, with at least one orthogonal expansion, a set of display-excitation electrical-input signals; and,
(b) driving a planar display with said set of displayexcitation electrical-input signals to produce said threedimensional image of said three-dimensional scene.
31. The method of claim 30, wherein said orthogonal 15 expansion is a tesseral harmonic expansion.
32. The method of claim 30, wherein said orthogonal expansion is a Tchebychef polynomial expansion.
